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Abstract

Traditionally, the autoregressive integrated moving average (ARIMA) model has been one of the most widely used linear
models in time series forecasting. However, the ARIMA model cannot easily capture the nonlinear patterns. Support vector
machines (SVMs), a novel neural network technique, have been successfully applied in solving nonlinear regression estimation
problems. Therefore, this investigation proposes a hybrid methodology that exploits the unique strength of the ARIMA model
and the SVMs model in forecasting stock prices problems. Real data sets of stock prices were used to examine the forecasting
accuracy of the proposed model. The results of computational tests are very promising.
� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

Forecasting stock prices has been regarded as one of the
most challenging applications of modern time series fore-
casting. Thus, numerous models have been depicted to pro-
vide the investors with more precise predictions. Recently,
artificial neural networks (ANN) have been applied to solve
problems of forecasting stock prices. Kimoto and Asakawa
[1] used modular neural networks to predict the timing of
buying and selling for the Tokyo Stock Exchange. Experi-
mental results showed that an excellent profit was achieved.
Kamijo and Tanigawa[2] developed a pattern recognition
technique to predict the stock prices on the Tokyo Stock Ex-
change. A new method has been presented to evaluate the
recurrent networks to decrease the mismatching patterns.
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Yoon and Swales[3] presented a four-layered neural net-
work to predict stock prices in the United States. The results
revealed that the proposed approach outperforms the MDA
(multiple discriminant analysis) method. Baba and Kozaki
[4] presented a back-propagation neural network combined
with a random optimization technique to predict stock mar-
kets in Japan. Simulation results proved that the proposed
approach indeed helped to forecast stock prices. Cheung
et al. [5] employed an adaptive rival penalized competitive
learning method and a combined linear prediction model
to forecast both the Shanghai share and the US Dollar to
German Deutschmark exchange rate. Experimental results
revealed that the proposed model increased profits with over
time. Takahashi et al.[6] proposed a neural network that
embodied a multiple line-segments regression technique to
predict stock prices. The tangent and length of multiple
line-segments regression were specified as outputs of the
neural networks. The results showed that the proposed ap-
proach performed well in predicting stock prices. Kim and
Chun [7] developed an arrayed probabilistic network with
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a multiple value output model to predict a stock market
index. Their approach outperforms the case based reason-
ing model, the recurrent neural network approach and the
traditional back-propagation neural networks, in forecasting
stock markets. Cristea and Okamoto[8] applied an approach
that involved mathematical deductions of the energy func-
tion to Lyapunov Gradient Descent Neural Networks. Their
proposed networks were used to predict stock markets. The
results indicated that the approach outperforms traditional
back-propagation neural networks and the random walk gen-
erator. Saad et al.[9] conducted a comparative investigation
of TDNN (time-delay neural networks), PNN (probabilistic
neural networks), and RNN (recurrent neural networks) in
predicting daily closing prices in stock markets. The results
showed that all networks are equally feasible but the most
convenient network is preferable. Donaldson and Kamstra
[10] applied multiplayer feedforward networks with nonlin-
ear combinations to predict S&P the 500 stock index. The
proposed model can account forthe effects of interactions
between time series forecasts, and their approach outper-
forms other conventional forecasting approaches. Kim and
Han [11] applied genetic algorithms to discriminate fea-
tures in a backpropagation neural network. The proposed ap-
proach can determine connection weights of neural networks
to predict the stock index. Simulation results indicated that
the presented model outperforms linear transformation with
backpropagation and linear transformation with the ANN
trained by genetic algorithms. Oh and Kim[12] presented
backpropagation neural networks that incorporated chaotic
and piecewise techniques to deal with problems of predict-
ing stock markets. The presented model is more profitable
than the traditional backpropagation neural networks. Leigh
et al. [13] combined pattern recognition with neural net-
works to predict the New York Stock Exchange Composite
Index. The experimental results were encouraging and re-
vealed the capabilities of the proposed hybrid model.

Different forecasting models can complement each other
in capturing patterns of data sets, and both theatrical and em-
pirical studies have concluded that a combination of forecast
outperforms individual forecasting models[14–16]. Since
the early work of Bates and Granger[17], several archi-
tectures of combined forecasts have been explored. Clemen
[18] had a comprehensive bibliography review in this area.
Menezes et al.[19] offered good guidelines for combined
forecasting. They concluded that the problem of combined
forecasts is implementing multi-criteria process and judging
the attributes of an error specification. Lam et al.[20] pro-
posed a goal programming model to obtain optimal weights
for combining forecasting models. Terui and Dijk[21] pre-
sented a linear and nonlinear time series model for forecast-
ing the US monthly employment rate and production indices.
Their results demonstrated that the combined forecasts out-
performed the individual forecasts. Fang[22] used quarterly
UK consumption expenditure data to show the superiority of
the combined forecasting model. Zhang[23] combined the
ARIMA and feedforward neural networks models in fore-

casting. This study presents a hybrid model of ARIMA and
SVMs to slove the stock price forecasting problem.

2. Hybrid model in forecasting

2.1. ARIMA model

Introduced by Box and Jenkins[24], the ARIMA model
has been one of the most popular approaches to forecast-
ing. In an ARIMA model, the future value of a variable is
supposed to be a linear combination of past values and past
errors, expressed as follows

yt = �0 + �1yt−1 + �2yt−2 + · · · + �pyt−p

+ �t − �1�t−1 − �2�t−2 − · · · − �q�t−q , (1)

whereyt is the actual value and�t is the random error at
time t, �i and�j are the coefficients,p andq are integers
that are often referred to as autoregressive and moving av-
erage polynomials, respectively. Basically, this method has
three phases: model identification, parameter estimation and
diagnostic checking. For example, the ARIMA(1,0,1) model
can be represented as follows

yt = �0 + �1yt−1 + �t − �1�t−1. (2)

The ARIMA model is basically a data-oriented approach
that is adapted from the structure of the data themselves.
However, any significant nonlinear data set limit the
ARIMA. Therefore, the proposed hybrid model used the
SVMs to deal with the nonlinear data pattern.

2.2. Support vector machines

The support vector machines (SVMs) were proposed
by Vapnik [25]. Based on the structured risk minimization
(SRM) principle, SVMs seek to minimize an upper bound
of the generalization error instead of the empirical error as
in other neural networks. Additionally, the SVMs models
generate the regress function by applying a set of high
dimensional linear functions. The SVM regression function
is formulated as follows

y = w�(x) + b, (3)

where�(x) is called the feature, which is nonlinear mapped
from the input spacex. The coefficientswandbare estimated
by minimizing

R(C) = C
1

N

N∑
i=1

L�(di , yi) + 1

2
‖w‖2, (4)

L�(d, y) =
{ |d − y| − � |d − y|��,

0 others,
(5)

where bothC and � are prescribed parameters. The first
term L�(d, y) is called the�-intensive loss function. The
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di is the actual stock price in theith period. This function
indicates that errors below� are not penalized. The term
C(1/N)

∑N
i=1L�(di , yi) is the empirical error. The second

term, 1
2‖w‖2, measures the flatness of the function.C eval-

uates the trade-off between the empirical risk and the flat-
ness of the model. Introducing the positive slack variables�
and�∗, which represent the distance from the actual values
to the corresponding boundary values of�-tube. Eq. (4) is
transformed to the following constrained formation:

Minimize :

R(w, �, �∗) = 1

2
wwT + C∗


 N∑

i=1

(�i + �∗
i )


 (6)

Subjected to:

w�(xi) + bi − di �� + �∗
i , (7)

di − w�(xi) − bi �� + �i , (8)

�i , �
∗
i �0, (9)

i = 1, 2, . . . , N.

Finally, introducing Lagrangian multipliers and maximiz-
ing the dual function of Eq. (6) changes Eq. (6) to the fol-
lowing form:

R(�i − �∗
i ) =

N∑
i=1

di(�i − �∗
i ) − �

N∑
i=1

(�i − �∗
i )

− 1

2

N∑
i=1

N∑
j=1

(�i − �∗
i )

× (�j − �∗
j )K(xi , xj ) (10)

with the constraints

N∑
i=1

(�i − �∗
i ) = 0, (11)

0��i �C, (12)

0��∗
i �C, (13)

i = 1, 2, . . . , N.

In Eq. (10),�i and�∗
i

are called Lagrangian multipliers.
They satisfy the equalities,

�i ∗ �∗
i = 0,

f (x, �, �∗) =
l∑

i=1

(�i − �∗
i )K(x, xi) + b. (14)

Here,K(x, xi) is called the kernel function. The value
of the kernel is equal to the inner product of two vectors
xi andxj in the feature space�(xi) and�(xj ), such that

K(xi, xj )=�(xi)∗�(xj ). Any function that satisfying Mer-
cer’s condition[25] can be used as the Kernel function. The
Gaussian kernel function

K(xi, xj ) = exp(−‖xi − xj‖2/(2�2))

is specified in this study. The SVMs were employed to esti-
mate the nonlinear behavior of the forecasting data set be-
cause Gaussian kernels tend to give good performance under
general smoothness assumptions.

2.3. The hybrid methodology

The behavior of stock prices can not easily be captured.
Therefore, a hybrid strategy that has both linear and nonlin-
ear modeling abilities is a good alternative for forecasting
stock prices. Both the ARIMA and the SVMs models have
different capabilities to capture data characteristics in linear
or nonlinear domains, so the hybrid model proposed in this
study is composed of the ARIMA component and the SVMs
component. Thus, the hybrid model can model linear and
nonlinear patterns with improved overall forecasting perfor-
mance. The hybrid model(Zt ) can then be represented as
follows

Zt = Yt + Nt , (15)

whereYt is the linear part andNt is the nonlinear part of the
hybrid model. BothYt andNt are estimated from the data
set.Ỹt is the forecast value of the ARIMA model at timet.
Let �t represent the residual at timet as obtained from the
ARIMA model; then

�t = Zt − Ỹt . (16)

The residuals are modeled by the SVMs and can be rep-
resented as follows

�t = f (�t−1, �t−2, . . . , �t−n) + �t , (17)

wheref is a nonlinear function modeled by the SVMs and
�t is the random error. Therefore, the combined forecast is

Z̃t = Ỹt + Ñt . (18)

Notably,Ñt is the forecast value of (17).

3. Forecasting of stock prices

Ten stocks were used in this study to examine the perfor-
mance of the proposed model. The daily closing prices of
the stocks were collected. Fifty data (from Oct. 21, 2002 to
Dec. 31, 2002) for each company were used as a training
data set. Daily stock closing prices in January were used as
a validation data set. Daily stock closing prices in February
2003 were used as a testing data set. In this study, only one-
step-ahead forecasting is considered. One-step-ahead fore-
casting can prevent problems associated with cumulative er-
rors from the previous period for out-of-estimation sample
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Table 1
Data sets of stock prices

Training Validation Testing
data set data set data set
10/21/2002 1/2/2003 02/03/2003
∼ 1/31/2003 ∼ 02/28/2003 ∼ 12/31/2002

forecasting[26–30]. Table 1 lists the corresponding peri-
ods. Four indices, MAE (mean absolute error), MSE (mean
square error), MAPE (mean absolute percent error), and
RMSE (root mean square error), were used as measures of
forecasting accuracy. The indices are shown as follows

MAE = 1

N

N∑
t=1

|di − zt |, (19)

MAPE = 100

N

N∑
t=1

∣∣∣∣dt − zt

dt

∣∣∣∣ , (20)

MSE= 1

N

N∑
t=1

(dt − zt )
2, (21)

RMSE=



1

N

N∑
t=1

(dt − zt )
2




0.5

, (22)

whereN is the number of forecasting periods,di is the actual
stock price at periodt, andzt is the forecasting stock price
at periodt.

In this study, the ARIMA model has three phases: model
identification, parameter estimation, and diagnostic check-
ing. Table 2shows the most appropriate Box–Jenkins model
for stock prices of different companies. ARIMA(0,1,0) mod-
els, which are random walk models, are suitable for predict-
ing the stock prices of all the companies except for SBC
Communications Inc. For the SVMs models, three parame-
ters:�, �, andC, were adjusted based on the validation sets.
The parameter sets with the lowest values of MSE were se-
lected for use in the best fitted model. Of the hybrid models,
ARIMA served as a preprocessor to filter the linear pattern
of data sets. Then, the error terms from ARIMA were fed
into the SVMs in the hybrid models. The SVMs were con-
ducted to reduce the error function from the ARIMA. The
three parameters (�, C, and�) of SVMs were adjusted. Im-
proper selection of parameters can cause either over-fitting
or under-fitting of the training data.Figs. 1–10present MSE
values of the hybrid model that correspond to the� values.
The same procedure was applied to the single SVMs mod-
els.Table 2lists suitable parameters for different models.

Table 3compares the forecasting results of different mod-
els. Those results indicate that the hybrid model outperforms
the other two individual models (model 1 and 2) in terms
of four indices, revealing that neither the ARIMA model Ta
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Fig. 1. MSE of Eastman Kodak Company(� = 0.2, C = 10).
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Fig. 2. MSE of General Motors Corporation(� = 0, C = 1).
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Fig. 3. MSE of J.P. Morgan Chase & Co.(� = 0, C = 1).
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Fig. 4. MSE of Philip Morris Inc.(� = 0, C = 1).
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Fig. 5. MSE of SBC Communications Inc.(� = 0, C = 1).
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Fig. 6. MSE of Citigroup Inc.(� = 0.1, C = 10).
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Fig. 7. MSE of General Electric Company(� = 0.4, C = 10).
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Fig. 8. MSE of Southwest Water Company(� = 0.4, C = 10).
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Fig. 9. MSE of American National Insurance Company
(� = 0.8, C = 10).
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Fig. 10. MSE of ATP Oil & Gas Corporation(� = 0.2, C = 10).
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Table 3
Comparison of forecasting indices

MAE MSE MAPE RMSE

ARIMA model(Model 1)
(1) Eastman Kodak Company 0.3495 0.2257 1.1494 0.4751
(2) General Motors Corporation 0.4905 0.3748 1.4214 0.6122
(3) J.P. Morgan Chase & Co. 0.2974 0.1284 1.3463 0.3584
(4) Philip Morris USA Inc. 0.3600 0.1873 0.9720 0.4328
(5) SBC Communications Inc.(ARIMA(1,0,0)) 0.5628 0.4262 2.4843 0.6528
(5-1) SBC Communications Inc.(ARIMA(0,1,0)) 0.5753 0.4499 2.5683 0.6708
(6) Citigroup Inc. 0.4879 0.3078 1.4892 0.5548
(7) General Electric Company 0.3079 0.1354 1.3214 0.3679
(8) Southwest Water Company 0.1189 0.02597 0.9127 0.1611
(9) American National Insurance Company 0.8079 1.1301 1.0051 1.0630
(10) ATP Oil & Gas Corporation 0.8211 0.0133 1.8915 0.1153

SVMs model(Model 2)
(1) Eastman Kodak Company 0.3466 0.2247 1.1433 0.4740
(2) General Motors Corporation 0.4352 0.3186 1.2654 0.5644
(3) J.P. Morgan Chase & Co. 0.2980 0.1277 1.3501 0.3574
(4) Philip Morris USA Inc. 0.3603 0.1879 0.9731 0.4335
(5) SBC Communications Inc. 0.5445 0.4254 2.3954 0.6522
(6) Citigroup Inc. 0.5020 0.3337 1.5324 0.5777
(7) General Electric Company 0.3008 0.1336 1.2853 0.3655
(8) Southwest Water Company 0.1125 0.02537 0.8658 0.1593
(9) American National Insurance Company 0.8726 1.1126 1.0794 1.0548
(10) ATP Oil & Gas Corporation 0.7864 0.0119 1.8027 0.1089

Model 3: (Model 1 + Model 2)
(1) Eastman Kodak Company 0.3499 0.2138 1.1534 0.4624
(2) General Motors Corporation 0.4586 0.3569 1.3391 0.5974
(3) J.P. Morgan Chase & Co. 0.2710 0.1095 1.2306 0.3310
(4) Philip Morris USA Inc. 0.3595 0.1924 0.9736 0.4386
(5) SBC Communications Inc. 0.6519 0.5890 2.9405 0.7674
(6) Citigroup Inc. 0.7175 0.7232 2.1928 0.8504
(7) General Electric Company 0.4230 0.2613 1.8229 0.5112
(8) Southwest Water Company 0.1224 0.02549 0.9330 0.1596
(9) American National Insurance Company 0.9120 1.4676 1.1359 1.2115
(10) ATP Oil & Gas Corporation 0.1276 0.0249 2.9447 0.1578

Hybrid model
(1) Eastman Kodak Company 0.2303 0.1000 0.7598 0.3162
(2) General Motors Corporation 0.2579 0.2049 0.7550 0.4526
(3) J.P. Morgan Chase & Co. 0.2700 0.1125 1.2266 0.3354
(4) Philip Morris USA Inc. 0.2194 0.1101 0.5937 0.3319
(5) SBC Communications Inc. 0.1380 0.0742 0.6300 0.2725
(6) CitigroupInc. 0.4489 0.2626 1.3606 0.5125
(7) General Electric Company 0.2832 0.1324 1.2198 0.3639
(8) Southwest Water Company 0.1176 0.0251 0.9031 0.1584
(9) American National Insurance Company 0.7839 1.0027 0.9634 1.0014
(10) ATP Oil & Gas Corporation 0.0775 0.0114 1.7988 0.1069

nor the SVM model can capture all of the patterns in the
data. The hybrid model is, however, can significantly reduce
the overall forecasting errors. Furthermore, the model 3 is a
combined model that uses the parameters in models 1 and 2.

The results inTable 3indicate the proposed hybrid model
is superior to model 3. It is indicated that the combination
of the best individual forecasting models does not neces-
sarily yield favorable forecasting results.Figs. 11–20make
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Fig. 11. Stock prices of Eastman Kodak Company.
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Fig. 13. Stock prices of J.P. Morgan Chase & Co.

point-to-point comparisons of actual and predicted values.
Finally, an ARIMA (0,1,0) model was used to forecast the
stock prices of the SBC Communications company to com-
pare the forecasting benchmark with the random walk mod-
els . The results reveal that the proposed hybrid models yield
better forecasting results than the random walk models.

4. Conclusions

For more than half a century, the autoregressive integrated
moving average model has dominated many areas of time
series forecasting. Recently, ANN has demonstrated the ca-
pability to capture the nonlinear data pattern. This study is
motivated by evidence that different forecasting models can
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Fig. 20. Stock prices of ATP Oil & Gas Corporation.

complement each other in approximating data sets, and pro-
posed a hybrid model of the ARIMA and the SVMs. The
presented model is believed to greatly improve the predic-
tion performance of the single ARIMA model or the single
SVMs model in forecasting stock prices. Theoretically as
well as empirically, hybridizing two dissimilar models re-
duces forecasting errors[31,32]. However, future research
should address some problems. This study demonstrated
that a simple combination of the two best individual mod-
els does not necessarily produce the best results. Therefore,
the structured selection of optimal parameters of the hybrid
model is of great interest.
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